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Predicting Corporate Financial Distress. A Time-series CUSUM Methodol ogy

Abstract
This paper develops a financial distress model using the statistical methodology of time-series
Cumulative Sums (CUSUM). The model has the ability to distinguish between changes in the
financia variables of afirm that are the result of seria correlation and changesthat are the result of
permanent shifts in the mean structure of the variables due to financial distress. Tests performed
show that the CUSUM model isrobust over time and outperforms other model s based on the popul ar

statistical methods of Linear Discriminant Analysis and Logit.
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1. Introduction

Explanatory variables included in financial distress models exhibit strong positive serial
correlation over time, e.g., Theodossiou (1993), and in many casesthey arenot stationary.! Assuch,
positive deviations of these variables from their means in one period are generally followed by
positive deviations in subsequent periods while negative deviations are followed by negative
deviations. The presence of seria correlation may be attributed to active attempts by the
management to align the variables with their population means and/or systematic micro- and
magcroeconomics effects operating on the firm, e.g., Lee and Wu (1988).

Under stationarity, the deviations of the variablesfor healthy firmsare transitory; thus, over
time the variables revert back to their meansin the healthy population. The reversion time depends
on the degree of seria correlationin the variables.? For financially distressed firms, the deviations
of the variables aso include a non-transitory component which is due to permanent shiftsin the
mean structure of the variables toward the failed population. These shifts are initially small in
magnitude and become larger as the firms approach the point of economic collapse.

Past financial distress models based on Linear Discriminant Analysis (LDA), Logit, Probit,
proportional hazard and other similar statistical models do not account for the time-series behavior
of financial variables. Therefore, they cannot distinguish between transitory and non-transitory
changesin afirm'sfinancia variables. In addition, the first three models are static and assess the
financial condition of afirm using data from a single period, ignoring important past information
regarding the firm’s financial performance.

This paper develops a financial distress model that accounts for the above time-series
behavior of financial variables. The model is based on the statistical methodology of time-series

CUSUM developed by Theodossiou (1993). The paper extends significantly the work of



Theodossiou (1993) by avoiding problemsassociated with non-stationary variablesand the definition
of financial distress. Moreover, the paper incorporates severa refinements of the CUSUM model
and focuses on the intuitive rather than the statistical aspects of the model.

The paper proceeds asfollows: Section 2 presentsthe statistical methodol ogy of time-series
CUSUM as applied in the area of predicting business failures. Section 3 describes the sampling
methodol ogy and variablesused. Section 4 dealswith theidentification, estimation, and evaluation
of the forecasting performance of the CUSUM model. Section 5 presents robustness tests for the

best CUSUM model. The paper ends with a summary and concluding remarks.

2. Time-series CUSUM methodology

Let X =[Xqi ¢, Xa 1., X | b @TOW VeECtor of p attribute variables for the i firm at

p.i,t
time t with predictive ability with respect to financial distress. The sequence of attribute vectors

Xi 1, Xi 2,.-., X 1,... for ahealthy firmis stationary and follows a"good" performance distribution
with constant popul ation mean over time.® For afinancially distressed firm, the sequence of attribute
vectors shifts (switches) gradually at some random time from a"good" performance distribution to
a"bad" performance distribution. These shifts are initially small in magnitude and become larger
asthefirm approaches the point of economic collapse. A CUSUM model determinesin an optimal

manner the starting point of the shift and provides asignal of the firm’s deteriorating condition as

soon as possible after the shift.

2.1. Time-series behavior of variables
The time-series behavior of the attribute variables for heathy and failed firms can be

adequately described by afinite order vector autoregressive model, VAR(k), as follows:



Xit = Ar st At X B+ + X Byt 5, fors=12..,m (1a)
A ¢ =0 for healthy firms and s>m, (1b)

E(ei ,t) =0, E(gi’,tsi,t) =%, ad E(gi"tgj'r) =0,
(1c)
fori# jand/orr #t,

whereg , :[‘&i e gp,i,t] is an independently distributed error vector with mean zero and
variance-covariancematrix equal to =, A, :[Al’h, Aghreens Ap’h] isavector of interceptsfor healthy
firms, A; ¢ :[Al,f s Pofsi Ao ,S] are deviations from A, associated with attribute vectors for
failed firms extracted s years prior to falure, andB,,B,,...,B, are pxpmatrices of VAR
coefficients. Theterm A; ¢ captures permanent shiftsin the mean structure of the variables dueto
financial distress. By construction, A; ¢isequal to zerofor all attribute vectors (observations) of the
hedthy firms. Also, A; siszerofor observations of failed firms extracted prior to the starting point
of the shift in the distribution of X; , from the healthy population to the failed population (i.e., for
s>m). Equation E(gi’,tgj,r), for i # and/or r #t, implies that the error term is uncorrelated across
firms and time. For practical purposes, the variance-covariance matrix of the error term Zis
specified to be equal in both groups, e.g., Marks and Dunn (1974) and Altman et al. (1977).

A necessary condition for the above VAR process to be stationary is that the roots of the
polynomial det(l -B,z—--—B, z") =0 lie outside the complex unit circle, where det denotes the
determinant, | is an identity matrix and z are the roots of the polynomial, e.g., Judge et a. (1985),
pp. 656-659. Stationarity impliesthat the variables are mean-reverting in the sense that when they
depart from their mean values they return to them in the near future. Stationarity of the attribute
vectors X; . dsohassignificantimplicationsfor therobustnessof financial distressmodelsover time,

e.g., Theodossiou and Kahya (1996).



Under stationarity of the VAR process, the unconditional mean of X , for hedthy firmsis
equal to p, = Ay + 4By +-- + 14, By = Ah(l -B -- Bk)_l. Substitution of thefirst formulainto
equation lagives

it ~Hn = Ar s+ (Xi,t—l _:uh)Bl teee (Xi,t—k ‘,Uh)Bk t&
)
for s=1,2,...,m,
where(xi,t - ,uh)denot&s the deviations of the variables from their mean values in the healthy
population for firm i at timet. These deviations are composed of the transitory component, which
includesthe autoregressive part and error term of the VAR model, and the non-transitory component
A; s, which is due to permanent shifts in the mean structure of the variables toward the failed

population. The above formulation is similar to that used in Theodossiou (1993).

2.2. The CUSUM model
Based on the sequential probability ratio tests and the theory of optimal stopping rules,
Theodossiou (1993) shows that the CUSUM model will provide asignal of the firm’s deteriorating

condition as soon as:
Cit =min(ci,t—l+zi,t —-K, 0)<—L, for K,L>0 3)

whereC, , and Z; , are acumulative (dynamic) and an annual (static) time-series performance score
for thei™ firm at time t and K and L are sensitivity parameters taking positive values.*
The scorez; . is a complex function of the attribute variables X; ; accounting for seria

correlation in the data. It is calculated using the formula:

Z =Bt (Xi,t Ay X B X Bk)ﬂ =Bt A SBEEL 4)
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3 =(1/2D)A A, = D/2, ()

A =-(yp)s?A;, and ()

D? = A Z'AL, 7

where & and g3 are the CUSUM parameters and D is the Mahalanobis generalized distance of the
error terms of the variables in the healthy and failed populations. Note that, for simplicity of
notation, A; = A; ;. As shown in the appendix, the annual performance score Z, , has a positive
mean of D/2 in the healthy population and a negative meard2n the failed population, fe&=1.
Moreover, thez, , scores are serially uncorrelated over time and have a variance of one for both the
healthy and failed firms.

According to the CUSUM model, the overall performance of a firm atttimmneasured by
the cumulative scor€, ,.  For atypical healthy firm,Zhe  scores are positive and grealtgr than
thustheC,, scores are equalto zero. Foratypicalfailing firna; the  scores falkyelaws theC, ,
scores accumulate negatively. A signal of the firm's changed condition is given at the fiGst time
falls below +. Note that the€, ;, scores would increase and go back to zero if and only if the firm

displayedz, , scores greater thidr

2.3 Sengitivity parameters K and L

The sensitivity parametets andL determine the time between the occurrence and the
detection of a change in the financial condition of a firm. The larger the valydlo# lower the
probability of misclassifying a failing firm as healthy and the larger the probability of misclassifying
a healthy firm as failed. The opposite is true with the pararheter

Define:



P = prob(Ci,t >—L | firmis failed andszl), and (89)

P,= prob(G,, <-L | firmishealthy) (8b)

to be respectively the percentages of failed and healthy firms in the population not classified
correctly by the CUSUM model. These are also known as Type | and Type Il errors and they are
functions of the parameters K and L. The optimal values of K and L are derived by solving the

dynamic optimization problem:

wherew; andw, =1—w; areinvestors specific weights attached to the error rates P; and R,. The
EC is specified as a function of P; because the CUSUM model is developed for the purpose of
predicting a shift in the mean of afirm’s attribute vector from x4, to £ = 14 ;, but not necessarily
to any intermediate state.

Theweights w; =7z.¢; /(7% ¢¢ +77,¢,) and W, =7,¢, /(7% ¢ +77,¢,) arefunctionsof the
a-priori probabilities 7z and 77, =1— 7z; , measuring theactual proportion of failed and healthy firms
in the population, and the costsc; and ¢, associated with the misclassification of failed and healthy
firms. In the absence of specific weighs, the choice of equal weights(w; =w, :%) appearsto be
areasonablealternative. Thisisbecause, 7z; isgenerally smaller than 7z, but c; isgenerally greater
thanc,. The EC criterion with equal weightsis used within aneural network framework to select
the profile of variables with the best overall forecasting performance. The error rates for various
combinations of the weights used in the optimization of the above function are calculated using the

jackknife method described in section 4.4.



3. Sampling and financial variables
3.1. Sampling methodology

The selection of the sample of financialy distressed (failed) firmsis based on debt default
criteria, such as debt default or debt renegotiation attempts with creditors and financia institutions.
Information on debt default and debt renegotiationisgathered from variousannual issuesof the\Wall

Street Journal Index (WSJI). Thetimeof failureischosen asthefirst timethe firm experienced one

of the signs of failure. The above definition of financia distress avoids many of the problems
associated with the legal definition of business failure.

Specifically, the 1978 federal Bankruptcy Code made it easy for firms to file petitions for
Chapter 7 liquidation or Chapter 11 reorganization. As aresult, many firms filed for bankruptcy
liquidation or reorganization for reasons other than financial distress. For example, in 1982, the
Manville Corp. filed under Chapter 11 asaway of dealing with lawsuits from individuals claiming
exposure to its asbestos products. In 1987, Texaco filed under Chapter 11 to reduceitsliability to
Pennzoil. 1n 1994, Petrie Stores Corp. received afavorableruling from the IRS, allowing atax-free
liquidation. None of these companies exhibited any signs of financial distress prior to filing for
bankruptcy. On the other hand, many financially distressed firms never file for bankruptcy because
of acquisition. For example, in 1980, American Motors Corp. (AMC) wasrescued by Renault while
experiencing serious debt-servicing problems. 1n 1987, AMC was acquired by the Chrysler Corp.
Similarly, in 1986, Clevepak Corp. was acquired by the Madison Management Group, Inc., five
months after suspending payment of principal on debt.

Theseexamplesshow that thelegal definition of failureresultsin*contaminated" healthy and
failled samples. That is, the failed sample will include firms that filed for bankruptcy for reasons

other than financial distress and will disregard financially distressed firms that never filed for



bankruptcy. The latter firms may be included in the healthy sample. Moreover, many financialy
distressed firmsfile for bankruptcy and operate under areorganization plan for several years before
filing for bankruptcy liquidation. This makes the determination of the timing of failure and
collection of data a problematic one. The use of contaminated samples and incorrect information
on the timing of failure distorts the distributional properties of thefinancia variablesin the sample
and impairs the forecasting ability of the models.

The samples obtained using the debt default criteriaincludes 117 healthy firmsand 72 failed
firms. Datafor thefirmsare extracted from the 1993 annual industrial and research COMPUSTAT
tapes and span the period 1974-91. The sample of healthy firms is compiled from a sample of 150
firms collected randomly from the population of about 1,000 manufacturing and retailing firms listed
on the NYSE and the AMEX in 1992. Note that this sample is large enough to provide a good
coverage of the population. Twenty-two of the firms are dropped from the sample because of non-
continuous data and/or a few annual observations. The remaining 128 firms are thoroughly screened
for signs of financial distress using the annual volumes of the ¥WSble period 1978-1995 (latest
volume). Eleven of these firms are found to exhibit signs of financial distress; thus, they are
classified as failed. The remaining failed firms are identified using debt default criteria from a
population of about 300 manufacturing and retailing firms delisted from the NYSE and AMEX
during the period 1982-92 because of bankruptcy liquidation, bankruptcy reorganization,
privatization, merger, and acquisition. OTC firms are not considered because they are generally
smaller than NYSE and AMEX firms and, as such, their financial attributes with respect to
bankruptcy are expected to be different, e.g., Edmister (1972). Moreover, petroleum (SIC=2911)
and mining firms (SIC=3312, 3330 and 3334) are not considered because they possess financial

attributes that are statistically different from those of other manufacturing firms.



3.2. Financial variables

The variables considered are mostly derived from the broad class of financial ratios found
to be significant explanatory variables in past financial distress models. Table 1 providesalist of
the variables, the formulas used to compute their values, and citations for a sample of studies that
considered the variables. The variables are classified into the categories of liquidity, profitability,
financial leverage, size, and other variables. In addition to the levels, the paper considers first
differences (changes) in the variables over time. First differences provide useful information
regarding financial distress. Moreover, they are preferable to variables’ levels because levels are

generally non-stationary over time.

4. CUSUM mode development
4.1. Modé identification
The identification of the best CUSUM model is done by means of a neural network search
procedure based on tE€ criterion; that is, by choosing the profile of explanatory variables that
minimizes the model’'s expected cost function given by equation 9. This profile of explanatory
variables is chosen from a set of 54 variables which includes the 27 variables listed in table 1 and
their first differences. All models considered are tested for stationarity over time. Non-stationary
models are dropped. Interestingly, most of the popular financial variables included in past financial
distress models produce non-stationary models with deteriorating forecasting performateceover
The set of 54 variables generates an extremely large number of profiles of financial
variable$ Searching all possible profiles is not desirable. For practical purposes, the search
procedure is programmed to allow for one explanatory variable from each major category of

variables to enter a model at a time. The latter approach is reasonable, because the inclusion of two



or more variables from the same category is not expected to improve significantly a model’s
forecasting performance.

The best stationary CUSUM model produced by the search procedure includes four
explanatory variables. These are the change in the logarithm of deflated total assets, the changein
the ratio of inventory to sales, the change in the ratio of fixed assets to total assets, and the change
in the ratio of operating income to sales. The above model exhibits at least as good an average
performance over time as the best non-stationary model.

Figure 1illustratesthe annual sample meansand standard deviationsof thefour variablesfor
the sampleof 117 healthy firms. The standard deviationsfor the variables are presented in theform
of plus and minus two standard deviations from the means. As such, they provide a distributional
range for 95 percent of their values. The straight line givesthe overall mean of the variablesfor all
healthy firms and years. The resultsindicate that all four variables are relatively stable over time.

Figure 2 illustrates the means and standard deviations of the four variables by year prior to
faillurefor the sample of 72 failed firms. The straight line givesthe overal mean of the variablesfor
the 117 healthy firms. The means of the variablesin the failed sample are lower for the change in
the logarithm of deflated total assets, the change in the ratio of fixed assets to total assets, and the
changein theratio of operating income to sales, and higher for the change in the ratio of inventory
to sales. These means, at one year prior to falure (s=1), are statistically different from their
respective overall means in the healthy sample, except for the mean of the change in the ratio of
fixed assets to total assets. The latter variable, however, in combination with the other three

variables, improves the predictive ability of the model.
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4.2. VAR estimates for explanatory variables

The VAR estimates for the four explanatory variables are obtained by fitting equation 1ato
the data for the 72 failed firms and 117 healthy firms over the period 1974-91. Pooling of the data
in the estimation is necessary because of the small number of yearly observations for each firm as
well as homogeneity reasons. In the best case, 18 yearly observations are available while, on many
occasions, firms had a few yearly observations. The VAR estimates are obtained by maximizing the
log-likelihood function of the pooled sample, e.g., Johansen (1995), p. 18. Due to random sampling,
the log-likelihood function is specified as the sum of individual firm log-likelihood functions.

The identification of the order of the VAR model is performed using the Akaike's
information criterion; that is, by minimizingIC :In(det §)+2 M/NT, wheM represents the
number of estimated VAR coefficientST represents the number of annual observations for all
firms in the pooled sample, aBd  is the estimate of the error covariance matrix based on the residuals
of the pooled sample, denotedy. Specifically; ZE',té,t /( NT —5). The analysis of the data
by means ofAIC gives a first-order VAR model. It is important to note that the estimation and
identification of the order of the VAR model are performed automatically by the neural network
procedure (described previously).

The estimated VAR model is as follows:

Xit = ’&f + 'Eh + Xi,t—1§1+:|":',t’ (10)

where O

X;, = In(Total assets) , A%MQ A%assetsg
- B ’ Sales L, otal assets J,

. . |:|
A éoperatl ngincome[]

Sales IS
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_ ,[[2824 —3218 —0088 07170
Ah =10 . *D
H137) (—469) (—99)* (84)*[

~ -, [#120413 1391 -—-2003 -10674[]
Af = 10 ] % _ * _ |
[(—626) (38)* (—42)* (252)[

02863 0 0171 —-01660
149 (0) (379) (-392)0
0 0

[(+3727 -2104 0 —08170]
~ %—359) (-112) (0 (—358)5

(11783 0 0 0 S
22 0 0 0

EK 5 (0) 0) (0) .

U3417 —1907Y

0 0
H39) (0 (0 (-100)H

In denotesthe natural logarithm and A denotesthefirst difference operator. Parenthesesincludethe
t-values of the estimates. Estimates of f&f s.fors=2,...,m, are available upon request.

The VAR coefficients B; provideinformation on how thevariablesrelateto their past values
aswell asto past values of the other variables. Statistically insignificant autoregressive coefficients
are set equal to zero. In this respect, each equation is re-estimated using only past values for the
variables that exert a statistically significant relationship on current values of each variable.

The pooled variance—covariance matrix in the healthy and failed samples (at one year prior
to failure) is estimated from the residuals using the formula:

(N, —5)Z, +(N; -5)%,

>, = , 11
P N, +N; —10 (1D

whereN,, =1,958 is the total number of yearly observations for the 117 healthy firms,

>, = > &4 /(Nh —5)is 4x4 variance-covariance matrix®f{  in the healthy samigle, ~ =711is

12



the number of observations extracted at oneyear prior tofailureand = = D &réi / (N f —5) is4x4

variance-covariancematrix of £ , inthefailed sampleusing theresidualsat oneyear prior tofailure.”

(21916 1146 —097/8 .0460 I

. . 146 0666 0021 -—0143-
>, =102U0 =
P (30978 0021 1319 —01480]

50460 —0143 —-0148 .07335

The pooled variance-covarianceis the proper measure to use in equations 5-7, because the CUSUM
model is developed for the purpose of predicting a shift in the mean of a firm’s attribute vector

from g4, to 1 , but not to any intermediate state, e.g., Amemiya (1981), p.15009.

4.3. Estimation of the CUSUM model

Substitution of A, A, Byand X, into equations 5-7 yields:

R =0.4694,
3 =[65815 -114976 78873 10.7195]' , and
D =0.9387.

The estimated parameters f§; 3, A,andB;,  and equation 4 are used to calculatga firm  scores

as follows:
Ziy = :Z% + (Xi,t - Ay~ Xi,t—lél)a- (12)

The CUSUM coeﬁicient{i measure the impact of the variables on the firm's annual performance
scoreZ; , and provide an economic understanding of the variables as predictors of financial distress.

The coefficients for the annual changes in the natural logarithm of deflated total assets, ratio of fixed

13



assets to total assets, and ratio of operating income to sales have positive signsimplying a positive

marginal relationship between the variables and the firm's performancezscore On the other
hand, the coefficient for the change in the ratio of inventory to sales has a negative sign implying a
negative marginal relationship. These results are easily justified on financial and economic grounds.

Specifically, the logarithm of deflated total assets is used as a proxy of the firm’'s size.
Positive changes in this variable are indicative of positive annual growth rates for the firm. Healthy
firms experience positive growth rates, while failing firms initially experience below average growth
rates which become negative a few years prior to failure. Thus, negative growth rates of deflated
assets are indicative of financial distress.

Firms experiencing problems promoting and servicing their products are expected to possess
a larger level of inventory relative to their sales over time. This ratio is used as a proxy for
management efficiency, e.g., Theodossiou et al. (1996). Positive changes in the ratio are indicative
of management problems and thus relate negatively to financial distress.

Net fixed assets (property, plant, and equipment) are mainly used by firms to produce and
distribute goods and services. Financially distressed firms frequently sell fixed assets to improve
their liquidity position. On the other hand, healthy firms increase their fixed asset position by
expanding or modernizing their plants. Therefore, decreases in this ratio are likely to be associated
with deteriorating financial performance for the firm.

Finally, the ratio of operating income to sales is used as a proxy for the profitability of the
firm. Positive changes in this ratio indicate improvements in the profitability and vice versa.
Therefore, decreases in the ratio are associated with deteriorating financial performance.

Figure 3 illustrates the time path of the mea®;@f  scores for failed firms in the sample

starting from six years prior to failure to one year prior to failure. The horizontal lines at

14



D/2 and — D/2 denote the means of Z, , in the healthy and failed (for s=1) samples, respectively.
Note that the average scoresfor failed firms at six years prior to failure are close to the mean in the
healthy sample. Asthe financial condition of the firms deteriorates, they move toward the failed
sample mean of —D/2.

Interestingly, all explanatory variablesincluded in the CUSUM model are expressed in first
differenceform (changesinthelevelsof the variables) over time. Notethat the CUSUM scoresC; ,

for each firm are calculated recursively using the formula
C,= min(c, 1 +Z;—0587, o) <-8214 (13)

Adversechanges in the levels of the four variables have a negative impact on the firm’s performance
scorez; , causing it fall below the thresh&ld.0587. Persistence of these adverse changes causes
the CUSUM scor€;, to accumulate negatively over time, signaling the firm’s deteriorating
condition as soon &, falls below=—.8214 (details on the determination of the optimal values

of K andL are presented below). It can be easily shownthatthe  score is a function of the levels
of the variables, expressed in deviation form from their respective means in the healthy sample. The

levels of the variables relate@, in the same way their changes refate to

4.4. Determination of the optimal values of K and L

The EC criterion is used to determine the optimal sensitivity parameters of the CUSUM
model and evaluate its forecasting performance. As a first step in applyi@¢heerion, the error
rates of each estimated CUSUM moékland B,  are computed using the jackknife method with 250
replications$ During each replication, one healthy and one failed firm are randomly dropped from
the data and all CUSUM parameters are re-estimated. Equation 3 is then used to calculate the

CUSUM scores over time of the held-back firms for 1,600 combinatiois aridL spanning

15



uniformly theintervals[0, D/2] and [0, 5D], respectively. Next, all yearly observationsfor the held-
back healthy firm and the observation at one year prior to failure (s=1) for the held-back failed firm
are reclassified using their respective CUSUM scores. A tally of the number of misclassified
observations is kept for each combination of K and L. B, is computed by dividing the number of
misclassified observations by the total number of observations of all 250 held-back healthy firms.
P; is computed by dividing the number of misclassified failed observations at one year prior to
failure by 250.

Equation 9 is then used to compute the model’s expected cost function EC for values of
w; ranging between .4 and .6 with increments of .05 and all 1,600 combinations of K and L. For
each value of w; , theK and L combination that minimizes EC ischosen. Theoptimal combinations
of K and L and error rates of the CUSUM model in the healthy and failed samplesfor agiven value
of w; are presented in panel A of table 2. Note that the last three columns of the panel present the
error ratesin thefailed sample using the CUSUM scores corresponding to two, three, and four years
prior to failure. These error rates are denoted by P ,, P; ;and P; 4, respectively.

Note that forw; =w, =1, the optima parameters of the CUSUM model are K = .0587 and
L = .8214. The model’s error rate in the healthy sampi is 17.06 percent and in the failed
sample, using data from one year prior to failge (1), isP; = 18.31 percent. The model’s
expected cost fa= 1 iSEC = 17.69. The respective error rates in the failed sample using data from
two, three, and four years prior to failure Byg = 40.28 pereent= 45.83 percent,
andP; , = 60.56 percent. As expected, these error rates increase because it becomes harder to

predict financial distress further back from the point of failure.
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45 CUSUM vs. LDA and Logit models
Inthe absence of serial correlationinthedataB, = 0, A, = 14, A, + A¢ = L, A¢ = L4, — L4

and the CUSUM equations 4—6 reduce to those of LDA. That is,

Zo= B+ (X - 1h)B = B + X0 A, (14)
£ = A A = (20) th a2 (eh a1 ). (15)
A=-o)w-m). anc (16)
02 = (14, 11 )2ty 41 a7)

wheregy, is the mean of, , in the healthy sample, is the me&p.of  inthe failed sample using
data at one year prior to failurg,is the pooled variance-covariance matrix of the variables,
A and 3 are the LDA coefficients, and D is the Mahalanobis generalized distance. The LDA

estimates below are obtained in tbaewentional way, e.g Amemiya (1991), p. 1509, for the details,

I4 =102[7.3852 -2542 1078 -0153),
Iy =102[-7082 -2157 -2078 -7754]

23839 1163 —-0879 .03710

_ L, 163 0717 0014 —0132-
>, =100 L
P (0879 0014 1325 —0156C)

%0371 —-0132 —-0156 .076%

R =—0052,

A =[65808 —101692 75255 63], and

D =1028.
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LDA scores for firms are caculated using the functionz, , = ,é, +Xi ,Z?l Firms with Z; , scores
above a predetermined cutoff point Z, are classified as healthy and firms with scores below Z_ are
classified asfailed.

With Logit model, the probability that afirmis healthy is

H, = ! , and (29)

e 1+exp(—Zi ,t)

Ziy = Vot Xih (20)

wherez; , is alinear index of financial performance. The above model is estimated using the

maximum likelihood method, e.g., Amemiya (1981), p. 1495. The estimated coefficients are:

Vo =32588, and

Va=[77201 -79144 82622 33251]

All coefficients have the correct signs.  Substitution of Z;, = ), + X )4 into H; ; gives the
probability of a firm being healthy. Firms with probabilities above a predetermined cut-off
probability H, areclassified ashealthy and firmswith probabilitiesbelow H, areclassified asfailed.

Jackknife estimates are also computed for the error rates of the above LDA and Logit models.
The results are presented in panels B and C of table 2, respectively. A comparison of panelsA, B,
and C shows that the CUSUM moddl is superior to both the LDA and Logit models. Specifically,
the CUSUM error rates in the healthy and failed samples for w; = .45 are respectively B, =117
percent and P; =23.94 percent. Theseerror rates are lower than the respective error rates of LDA
and Logit modelsfor al valuesof w; . Moreover, the CUSUM model possesses alower EC cost for

all valuesof w; .
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Panels D and E of table 2 present the ratio of expected cost of CUSUM to those of LDA and
Logit models, respectively. The results show that the CUSUM model outperforms both the LDA
and Logit models in terms of the EC criterion. For example, if one were to consider the class of
investors who put equal weight on the two types of errors, the cost associated with the use of the
CUSUM model would be 73.15 percent that of the LDA model for s=1, 88.77 percent for s=2, 86.25

percent for s=3, and 87.2 percent for s=4.

5. Robustness of the CUSUM model

This section addresses the issues of stationarity of the explanatory variables and robustness
of the same CUSUM model (e.g., same coefficients and sensitivity parameters) presented in section
4. Therobustnessissue is explored using the initial sample of 117 healthy firms as well as a new
sample of 279 healthy manufacturing firms included in the S& P400 index.

A necessary condition for the four explanatory variables of the CUSUM model to be
stationary is that the roots of the polynomial det(l - Elz) =0lie outside the complex unit circle,
where |§1 arethe VAR estimates for the four variables from section 4. The roots of the polynomial
are 3.5192, 4.7280, 5.9546, and 87.3166. Thefact that the roots are greater than one and the means
and variances of the variables are bounded (e.g., figures 1 and 2), provide strong support for the
hypothesis that all four explanatory variables of the CUSUM model presented in section 4 are
stationary.

Figure 4 presents the annual error rates of the CUSUM model for the sample of 117 healthy
firms over the period 1978-91. These are calculated using the same model presented in section 4.
The straight line represents the model’s average error rate for the entire period, which is 17.06

percent. It appearsthat the CUSUM model exhibits no timetrend, thusit is robust over time. The
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following regression further assesses the stationarity of the model over time:
ERR, =.2100 — 0002 t,  R?=0002 (20)
(59)* (—=05)*
where ERR, is the error rate for year t and t = 78,...,91. Note that the error rates are expressed in
decimal form and parentheses include the t-values of the estimates. The slope of the regression,
JERR,/AT, givesthe annual growth in the error rates. In the presence of an upward time-trend, the
slope of the regression is expected to be positive and statistically significant. Note that the
regression slopeiscloseto zero and statistically insignificant at the five-percent level, indicating no
timetrend. Thisfinding is also supported by the low R-square value of the regression.
Figure 5 presentsthe annual error rates of the exact CUSUM model over timefor the sample
of 257 S& P400firms. Theaverageerror ratefor the CUSUM model, represented by the straight line

on the graph, is 18.84 percent. The regression equation

ERR =.0444+002t, R?=0129 (21)
(11)* (40)

where ERR isthe error ratefor year t and t = 78,...,91, reaffirms the previous finding that thereisno

time trend in the error rates, thus the CUSUM mode! is robust over time.

6. Summary and conclusions

This paper develops a financial distress model for AMEX and NY SE manufacturing and
retailing firms using the statistical methodol ogy of time-series Cumulative Sums (CUSUM). Tests
show that the model is robust over time and outperforms other models based on the popular
statistical methods of Linear Discriminant Analysis (LDA) and Logit.

Themodel'sexplanatory variablesincludethe changein thelogarithm of deflated total assets,
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the change in the ratio of fixed assets to total assets, the change in the ratio of operating income to

sales, and the change in the ratio of inventory to sales. The first three variables have a positive
marginal relationship with the firms’ performance scores whereas the change in the ratio of inventory
to sales has a negative marginal impact.

Interestingly, none of the popular financial variables included in past financial distress models
appears in the CUSUM model as an explanatory variable. Many of these variables exhibit strong
positive serial correlation and, in many cases, they are not stationary. The inclusion of such variables
in a CUSUM and other statistical models produces financial distress models with deteriorating
forecasting performance over time, e.g., Theodossiou and Kahya (1996). Nevertheless, none of these
variables or combination of variables produces a better average classification performance than the
stationary CUSUM model presented in this paper.

The CUSUM model can be viewed as the dynamic time-series extension of LDA. A desirable
feature of the CUSUM model is that it has a very short "memory" with respect to a firm's good
performances over the years, but a long "memory" in case of bad performances. The model's
memory feature makes it sensitive to negative changes in a firm's financial condition. Consequently,
it promptly alerts the financial analyst who may then undertake a closer investigation and assessment
of the firm.

The statistical methodology presented in this paper could be applied to other areas such as the
rating of corporate or municipal bonds, the assessment of the financial performance of commercial

banks and other financial institutions, and the prediction of the debt service problems of countries.
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Endnotes
1. A ssimplemeasureof serial correlationisgiven by the autocorrelation function. Thisiscalculated
using the formulao(s) = cov(Xi,t : Xi,t_s)/var(xi,t),wherevar(xi ,t)is the variance of X; ; and
cov(xi 0 X ,t_s) isthe covariance between current and past values X; ,. For stationary time-series
processes|p(s)| <1 A multivariate extension of the autocorrelation function can be found in
Lutkepohl (1993), pp.25-26.
2. In general, the larger the valueog$) , the greater the persistence of deviations of the variables
from their means over time and the longer the memory of the process. Note that for non-stationary
or random walk time-series process#s) =1 In this case, the deviations have infinite persistence
and the process has infinite memory, i.e., it never “forgets”.
3. The assumption of “homogeneous” unconditional mean of the variables in the healthy group,
denoted b)E(XM‘ h) = L4, IS a basic ingredient in business failure prediction models. The mean
4, may be viewed as the long-run equilibrium mean valu; of In the absence of serial
correlation, the conditional meﬁ(xi‘t‘ h, It—l) = lhy isequalyo  wherg  isaninformation
set including past values for the variables.
4. The CUSUM model can be viewed as an extension of the earlier works of Wecker (1979) and
Neftci (1982, 1985) on the prediction of turning points of economic time series. Other relevant
contributions in this area include Siegmund (1985) and Chu and White (1992).
5. The CUSUM scorg,, behaves as a discrete time continuous random walk process with an upper
bound of zero. For healthy firms, the increment (drift) of the praggsskK has a positive mean,
provided thaK < D/2, thusC, , approaches its upper bound of zero with probability one. As the
firm's condition deteriorate%; , —K develops a negative mean and, ther€afemcumulates

negatively, signaling the firms changing condition.

22



6. For example, aset of 54 variableswill generate 7,590,024 four-variables profilesand 379,501,200
five-variables profiles.

7. Notethat N; =71and not 72 because one of the failing firms has data starting at two years prior
to the time of itsfailure.

8. Thejackknife method avoidsthe problem of biasin theerror ratesresulting from the model being
tested on the same data from which it has been derived. The jackknife method is superior to the
holdout method, because it permits the use of al available data in the estimation, resulting in a
statistically more reliable model. Also, splitting the data into two or more periods to validate the
model over time results in statistically less-reliable estimates for the fitted VAR and CUSUM
models. A good review of the various methods used in the estimation of the error rates of linear

discriminant analysis and similar modelsis given in McLachlan (1992), chapter 10, pp. 337-377.
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Appendix

It follows from equations 4 and 5 that Z; , is equal to:

Z=R+A B+E:8=D2+ A LB+E&,5.

Themeanof Z , is

E(zm) = D/2+ A 3.
For healthy firms, A; ; =0and
E(zm) = D/2.
and, for failed firms, using data at one year prior to failure (s =1),
E(zi,t) = D/2+ A; B =D/2- (I D)A; Z A
=D/2-D=-D/2

Moreover, because the residuals are uncorrelated over time, individual Z; , scores for healthy and
failed firmsare expected to deviaterandomly over timearound their popul ation means. Thevariance

of Z , for healthy and failed firmsis

va(z, )= E(85.5.8)= B4

= (1/D?)A s 5 7tA; =(1/D?)D% =1
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Table 1. Financial variables considered.

Variables Computation Proxy Usedin

Cash VIV5 Liquidity Beaver (1966), Edmister (1972),

to current liabilities Gombolaet al. (1987)

Cash V1/V6 Liquidity Beaver (1966), Gombolaet a. (1987)
to total assets

Current assets V45 Liquidity Beaver (1966), Altman et al. (1977),
to current liabilities Gombolaet al. (1987)

Current assets V4/\V6 Liquidity Beaver (1966), Lo (1986),

to total assets Gombolaet al. (1987)

Net working capital  (V4-V5)/V6 Liquidity Beaver (1966), Altman (1968),

to total assets Ohlson (1980), Theodossiou (1993)
Net working capital (V4-V5)/V12 Liquidity Edmister (1972)

to sales

Quick assets (V4-V3)/V5 Liquidity Beaver (1966)

to current liabilities

Gross profit (V12-Vv41)IV12 Profitability

to sales

Net income V172/NV216 Profitability

book value of equity

Net income V172/V8 Profitability

to fixed assets

Net income V172/V6 Profitability Beaver (1966), Ohlson (1980),
to total assets Lo (1986), Gombola et al. (1987)
Operating income  V13/V8 Profitability

to fixed assets

Operating income  V13/V12 Profitability Theodossiou et al. (1996)

to sales

Operating income V13/V6 Profitability  Altmaid968), Altman etal. (1977)*,
to total assets Theodossiou (1993)

Retained earnings V36/V6 Long-term Altman (1968), Altman et al. (1977)
to total assets Profitability

28



Table 1. (continued)

Variables Computation Proxy Usedin

Long-term debt VI/V6 Financial Beaver (1966), Altman (1968)

to total assets Leverage

Total Liabilities V181/V6 Financial Ohlson (1980), Gombola et d. (1987),

to total assets Leverage Theodossiou et al. (1996)

MVE (V24*V25)/V181  Market Altman (1968)

to total liabilities Structure

Logarithm of log(100* (V8/PPI)) Size

deflated fixed assets

Logarithm of log(100* (V12/PPl)) Size Pastena and Ruland (1986)

deflated sales

Logarithm of log(100* (V6/PPI))  Size Altmanetal. (1977), Ohlson (1980),

deflated total assets Lo (1986), Theodossiou et a. (1996)

Logarithm of log(V29) Size

number of employees

Accountsreceivable V2/V4 M anagement

to current assets Efficiency

Accounts receivable V2/V12 Management  Beaver (1966),

to sales Efficiency Gombolaet a. (1987)**

Fixed assets V8/V6 Operating Theodossiou (1993)

to total assets Leverage

Inventory V3/V12 Management  Beaver (1966), Edmister (1972),

to sales Efficiency Theodossiou (1993), Theodossiou
et al. (1996)

Sales V12/V6 Activity Altman (1968), Gombolaet a. (1987)

to total assets

Notes: This paper also considersthe annual changesin the values of the above variables from year

t—1 to year t. The citations indicate studies that considered the variables. *Altman (1968) and

Altman et al. (1977) used the ratio of EBIT (Earnings Before Interest and Taxes) to total assets; **

Gombola et al. (1987) used the reciprocal of the ratio of accounts receivable to sales. The numbers

following the letter "V" are the numbers assigned to the variables in the COMPUSTAT manual. PPI

Is the producer price index.
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Table 2. Error ratesfor the CUSUM, LDA and Logit models

A. Optimal values of K and L and error rates for the CUSUM model

Wf K L EC Ph Pf Pf '2 Pf ’3 Pf ’4

4 0939 1.7601 16.5 6.84 30.99 55.56 66.67 71.83

45 1056  1.2907 17.21 11.7 23.94 48.61 54.17 63.38

5 .0587 8214 17.69 17.06 18.31 40.28 45.83 60.56

55 0117 .5867 17.65 20.28 15.49 375 375 53.52

.6 .0821 .704 17.25 22.01 14.08 375 375 53.52

B. Optimal cut-off points Z, and error rates for the LDA model

Wy Z EC R P Pt o Pt 3 Pt 4

A4 —.2288 22.67 16.19 32.39 47.22 55.56 71.83
45 —.2288 23.48 16.19 32.39 47.22 55.56 71.83
5 —.2053 24.18 17.36 30.99 47.22 55.56 71.83

.55 —.0997 24.58 21.91 26.76 45.83 51.39 63.38
.6 —.0997 24.82 21.91 26.76 45.83 51.39 63.38

C. Optimal cut-off point$l, and error rates for the Logit model

Wy H. EC R P Pt o Pt 3 Pt 4

4 .9463 22.09 12.41 36.62 51.39 59.72 76.06
45 .9522 23.28 15.83 32.39 51.39 56.94 70.42
5 .9522 24.11 15.83 32.39 51.39 56.94 70.42

.55 .9638 24.39 26.66 22.54 41.67 44 .44 57.75
.6 .9638 24.19 26.66 22.54 41.67 44 .44 57.75
D. Ratio of CUSUM to LDA expected cost

Wi s=1 s=2 s=3 s=4

4 72.78 92.05 96.36 85.41
.45 73.28 93.88 90.87 84.78
S 73.15 88.77 86.25 87.02
.55 71.79 84.83 78.03 86.23
.6 69.52 86.32 79.06 87.45

30



Table 2. (continued)

E. Ratio of CUSUM to Logit expected cost

Wi s=1 s=2 s=3 s=4
4 74.68 94.02 98.21 86.72
45 73.90 88.93 89.73 86.52
5 73.34 85.29 86.42 89.99
.55 72.34 85.21 81.64 88.12
.6 71.35 87.78 83.86 90.3

Notes: R, isthepercentageof healthy firmsmisclassified by themodels. P; = P; ; isthe percentage
of failed firms misclassified by the models using data from one year prior to the point of failure.
P », P; zand P; , arerespectively thepercentagesof failed firmsmisclassified by themodelsusing
data two, three and four years prior to the time of failure. As expected, these error rates increase
because it is more difficult to predict financial distress further back from the point of failure. The
expected cost function for each model isEC, =w; Py ¢ +(1—wf )Ph ,fors=1, 2, 3and 4. Note that
by definition, EC = EC,. Thevaluesfor Kand L, Z, and H, arethose that minimizethe EC function

of the CUSUM, LDA and Logit models for each w; .
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Change in Inventory to Sales

Figure 1. Means and Standard Deviations of the Variables in the Healthy Sample
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Figure 2. Means and Standard Deviations of the Variables in the Failed Sample
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Z—-Scores
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Figure 3. Means of the Z-Scores for Failed Firms
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Error Rates
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Figure 4. Annual Error Rates of the CUSUM Model for Healthy Firms
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